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Abstract. In this paper, a new version of the quasisecant method for nonsmooth noncon-

vex optimization is developed. Quasisecants are overestimates to the objective function in

some neighborhood of a given point. Subgradients are used to obtain quasisecants. We

describe classes of nonsmooth functions where quasisecants can be computed explicitly.

We show that a descent direction with sufficient decrease must satisfy a set of linear in-

equalities. In the proposed algorithm this set of linear inequalities is solved by applying

the subgradient algorithm to minimize a piecewise linear function. We compare results of

numerical experiments between the proposed algorithm and subgradient method.
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1 Introduction

Consider the following unconstrained minimization problem:

minimize f(x) subject to x ∈ IRn (1)

where the objective function f is locally Lipschitz. Over the last four decades
subgradient [22], bundle [12, 14, 16, 17, 19, 20, 23], and the discrete gradient
methods [1, 2, 3, 4, 5] have been proposed for solving this problem.

Among these methods the subgradient method is the simplest one, al-
though its convergence is proved only under convexity assumption on the
function f (see, [9, 21, 22] for details). Better convergence results were ob-
tained when the minimum value f∗ of the objective function f is known. In
this paper, our aim is to develop a minimization algorithm based on the sub-
gradient methods which is still simple, easy to implement and applicable to
a wider class of minimization problems than the subgradient algorithms. We
show that descent directions are the solutions of a system of linear inequali-
ties. In the proposed algorithm, the solution of this system is reduced to the


