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Abstract. Spatial clustering is an important cluster problem. Typical algorithms include k−medoids,
density and gravity based clustering, and the minimum spanning tree based clustering. Although there
have appeared extensive studies with proposed algorithms and applications, one of the basic computing
architecture is that they are all at the level of data objects. The purpose of this paper is to propose a new
clustering technique based on grid architecture. Our new technique integrates minimum spanning tree
and grid clustering together. A time complexity analysis shows that the new technique has O(N log N)
computing time which is better than many proposed algorithms. This new technique is simple and will
apply for large scale clustering problems potentially.
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1 Introduction
Cluster analysis is as an important area in data mining which can explore the hid-
den structures of business databases [7]. Traditionally, clustering methods can be
categorized as several classes. Partitioning method works by constructing various
partitions and then evaluating them by some criterion. Hierarchy method creates
a hierarchical decomposition of the set of data (or objects) using some criterion.
Density-based method is based on connectivity and density functions, Grid-based
method is based on a multiple-level granularity structure. Model-based method is
to construct a model and to find the best fit model.

Along these lines many techniques and algorithms have been proposed in the
literature. For example, Ester et al [6] present the density-based clustering algo-
rithm that uses an Eps-neighborhood for a point containing at least a minimum
number of points. Raphael Bar-Or and Christiaan van Woudenberg [1] presented a
gravity-based clustering method intended to find clusters of data in n−space. The
most classical clustering technique is due to Raymond T. Ng and Jiawei Han [16]
who developed a CLARANS which aims to use randomized search to facilitate the
clustering of a large number of objects. More recent work include agglomerative
fuzzy K-Means clustering algorithm by introducing a penalty term to the objective
function to make the clustering process not sensitive to the initial cluster centers


